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Abstract—Several Machine Learning (ML) methodologies have
been proposed to improve security in Internet Of Things (IoT)
networks and reduce the damage caused by the action of
malicious agents. However, detecting and classifying attacks
with high accuracy and precision is still a major challenge.
This paper proposes an online attack detection and network
traffic classification system, which combines stream Machine
Learning, Deep Learning, and Ensemble Learning technique.
Using multiple stages of data analysis, the system can detect the
presence of malicious traffic flows and classify them according to
the type of attack they represent. Furthermore, we show how to
implement this system both in an IoT network and from an ML
point of view. The system was evaluated in three IoT network
security datasets, in which it obtained accuracy and precision
above 90% with a reduced false alarm rate.

Index Terms—Machine Learning, Network Security, Internet
of Things.

I. INTRODUCTION
With the rise of the Internet of Things (IoT), the number

and diversity of threats to the security of computer networks
are increasing [1]. Thus, detecting attacks and protecting the
network has become a very challenging task for security
mechanisms, such as the Intrusion Detection System (IDS) and
Intrusion Prevention System (IPS) [2]. The main challenges
faced in monitoring and preventing these attacks are the large
amount of data generated by the IoT devices and the costs and
time of analysis and processing involved. With a large number
of IoT devices and with the heterogeneity of the network,
attacks can come from multiple sources, generating a constant
flow of data to be analyzed. [3]. This results in a long delay in
detecting attacks and in the number of false alarms generated
by current monitoring systems [1].

In this context, several Machine Learning (ML) techniques
have been proposed to detect the presence of malicious agents
in the network, which can mean the occurrence of an attack. In
particular, Deep Learning techniques and techniques based on
Ensemble Learning have obtained significant results in terms
of precision and accuracy [4].

However, many of these proposals tackle attack detection
as an offline learning task, in which learning models are first
trained and fine-tuned, only and then applied to a test detection
system. These approaches tend to disregard the dynamic and
adversarial behavior network attacks, in which the concept
drift occurs, both in changes in the statistics of the learning
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and prediction target and in the network features. Thus, the
models trained offline quickly become obsolete, which reduces
the system accuracy. Furthermore, it is not only relevant to
detect malicious activity on the network but it is also crucial
to identify and classify the attacks. According to the specific
type of attack identified, various actions can be taken to stop
and prevent the future occurrence of this attack [2].

Our proposal seeks to detect IoT attacks and classify them
according to classes of attacks. Our approach consists of
multiple online stages of network flow data analysis, applying
specific ML techniques according to the most appropriate task
for these stages. Our research hypothesis is that it is possible
to develop a system capable of detecting and classifying
dynamic attacks and combining the advantages of stream ML,
Deep Learning and Ensemble Learning. The rest of the paper
is organized as follows: section II presents the theoretical
background; sections III and IV present the related works
and the proposed system; section V presents the results of
experiments and discussions; finally, section VI concludes the
work and points out future works.

II. MACHINE LEARNING BACKGROUND
This section presents the theoretical foundation for the

system proposed in this work. The proposed system combines
Ensemble ML, Deep Learning, and stream ML, seeking to
obtain the main advantages of each methodology.

Ensemble Machine Learning: is a methodology that uses
different classification algorithms to create prediction models
and combine individual results to obtain an optimized collec-
tive result [5]. Among the different approaches of Ensemble,
we can highlight the Majority Voting [5]. In this approach,
each model makes its own prediction about the association of
each instance to a class, which represents a vote. The class
that receives the highest number of votes is then chosen for
the analyzed instance and the final prediction is determined
according to the majority of votes cast. This process is finished
when all instances in the dataset have been classified.

In the proposed system three supervised ML methods are
used as the Ensemble classifiers: Random Forest, K-Nearest
Neighbor (kNN), and Support Vector Machine (SVM). These
classifiers were chosen because they are often used in the con-
text of attack detection and also because they work differently
from each other, which improves their use within the Majority
Vote approach [4].
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Deep Learning: in the context of network attack detection,
one of the most used Deep Learning techniques is the Long
Short-Term Memory Networks (LSTMs) [6]. While some DL
can work with long sequences of data, such as time series,
there is a limitation in retrieving information from previous
sequences. LSTMs seek to mitigate this limitation of using
long-term memory cells, with specific gates for information
control. Thus LSTMs are suitable to be used to identify
patterns in a normal traffic network and compare it with known
attack classes.

Stream Machine Learning: unlike traditional offline Ma-
chine Learning, in which the whole dataset is available to the
learning method at the time of training, in Stream ML the data
is classified at the moment it arrives at the predictor. Thus,
stream ML processes data one instance, or set of instances,
at a time. Therefore, it is possible to use this approach to
perform data classification in real-time, as the data arrives at
the learning system.

During the processing of data in stream ML, it is common
to see significant changes in the values of attributes, named
concept drifts. In the context of an IoT network, concept drifts
can be caused either by changes in the normal behavior of
the network or by the action of malicious agents in network
attacks. For this reason, the learning model tends to lose part
of its predictive capacity, making it necessary to re-train the
model. The stream ML algorithms look for ways to be more
robust to these concept changes, in order to avoid decreasing
the accuracy and precision, thus avoiding model retraining. In
this work we will use the Hoeffding Adaptive Tree (HAT) [7],
which is a tree-based stream ML that adapts and learns from
the changing data streams over time and has been proven to
be very effective in detecting and classifying network attacks
[8].

In Stream ML, the first data to arrive at the system is used to
train the learning model. This model is then applied to the next
data sequence, performing the prediction and classification of
the data. When a concept drift is detected, it is necessary to
perform a new training of the model, so that it can be adapted
to the new state of the data flow. With the adapted model, the
data prediction for the next data sequence is then performed
again. This process continues until all data is read. The feature
selection process is performed at each training or re-training
of the model. The technique used has to be fast enough not
to delay detection and should also help to create more robust
models, able to adjust to changes in concept, and thus avoid
retraining. In our system, the feature selection is approached
in an integrated way both in the online detection of the models
and in the classification by type of attacks, using the feature
selection by clustering [9], an unsupervised technique that
avoids overfitting the majority classes by disregarding the data
labels in the selection of the feature set.

III. RELATED WORKS
In Lucas et al. (2021) [10] a multi-stage attack detection

system based on Ensemble Learning is proposed. The authors
combine several classification methods to get the best con-
figuration of the classifiers’ hyperparameters. The system is

then tested using the CICID17 [11] dataset, obtaining results
of accuracy and precision close to 100%. However, despite
these good results, the paper does not analyze the time used
to generate these optimized settings, and all of the processing
is done offline. In our proposal, a multi-stage attack detection
and classification system is also used, however, unlike that
proposed in Lucas et al (2021), the time and impact that the
generation and application of models cause on the system will
also be evaluated. In addition, we will also use the Ensemble
approach as a part of our detection system.

In Tian et al. (2021) [12] a two-stage attack detection and
classification approach is proposed for the context of Software
Defined Networks (SDN). The authors use the first stage to
select the network features using a bio-inspired method to
obtain an optimized set of the most relevant features. In the
second stage, with the reduced set of features, is applied an
Ensemble classifier that combines a Decision Tree, an MLP
Neural Network (Multilayer Perceptron) and the k-Nearest
Neighbor. The proposed system is tested in the NSL-KDD
[13] and UNSW-NB15 [14] datasets, obtaining results close
to 100% for the binary detection, which classify the network
traffic data between malicious and benign. However, in the
multiclass classification, which considers the type of attack,
the system only has good results for attacks with a high amount
of data available for training. This is due both to the unbalance
of the classes and the fact that the features set was optimized
to detect the attack class itself but not specific attacks as the
target. This caused the system to overfit the model towards
the majority class. In our work, the feature selection is done
continuously within the ML process, dynamically selecting
the features according to the incoming data stream and thus
not requiring a previous stage of feature analysis, which, in
an online system, could cause a significant increase in attack
detection time.

In our previous research [15] an ML pipeline based on
stream learning is presented, which integrates dynamic feature
selection, and fast decision tree models, to detect and classify
network attacks on stream ML. The ML pipeline was tested
in the NLS-KDD, UNSW-NB15, and CICIDS17 datasets,
showing high accuracy results, with low false alarms. Now,
with the focus on IoT networks, this ML pipeline combined
with the fog, edge, and cloud network view, creating the
OMINACS system. The idea is to apply the ML pipeline
into a system that can be distributed through an IoT network,
considering the multiple network layers such as the edge, fog,
and cloud devices.

IV. OMINACS: ONLINE ML-BASED IOT NETWORK
ATTACK DETECTION AND CLASSIFICATION SYSTEM

A. The Machine Learning Pipeline

Essentially the proposed system can be understood as a
sequence of Machine Learning processes. The system takes
as input the data of the network traffic and, as an output,
it presents the data classified according to traffic classes and
the system evaluation metrics. Figure 1 shows how the system
works. The system has four stages that perform network traffic



classification and attack detection.
Stage 1 is the first part of the system. The network data

flow is analyzed and classified between traffic data considered
as normal or attack data. Thus, for this stage, an ML-based
detection system is implemented using the HAT stream ML
method. At this stage, the HAT has a binary target and
classifies the data into two classes: normal traffic and attack
traffic. At each training or re-training of the model, the feature
selection technique [9] is applied, improving the performance
of the HAT. Classified instances are streamed to stage 2 or
3, as they are labeled by the HAT. The data classified as an
attack is sent to stage 2, and data classified as normal is sent
to stage 3.

Similar to stage 1, in stage 2, the data is classified according
to the continuous flow of incoming data from network traffic.
In this step, stream ML is used to classify data that was already
flagged in stage 1 as an attack, now between types of attacks.
Thus, the multiclass version of HAT, which targets multiple
data classes, was implemented. At the end of this stage, the
data is classified into different classes, the types of attack and
the normal class. The attack data then move forward to stage
4, receiving the flag of its specific attack class. If the data is
found now to be from a normal class, the data is sent to stage
3.

Stage 3 consists of verifying the data flagged in stages
1, 2, or 4, as normal data. In this stage, a Deep Learning
model is applied to classify the data in a multiclass way,
among the different classes of the data. Although the input
data from this stage has been previously flagged as normal
data, a second step is needed to reduce the possibility of false
positives and false negatives. Thus, the chosen methodology
consists of applying an LSTM, which requires a robust model,
capable of classifying the data more accurately. At the end of
stage 3, we have: True Negatives (TN ′), normal data correctly
verified as belonging to the normal flow of the network; True
Positives (TP ′), data from attacks that were previously flagged
as normal, but which stage 3 has verified are attacks; False
Positives (FP ′), normal behavior data that was incorrectly
classified as an attack by stage 3; False Negatives (FN ′),
attacks that were not detected by stage 3.

Stage 4 receives the data considered to be from attacks in
Stage 2, separated by attack class. Thus, this stage serves to
verify the real belonging of the data to this class in order
to reduce the number of false positives. At this stage, each
attack has a specific model, which will verify if this data really
belongs to that type of attack, or if it is a false positive. Thus, at
this stage, Ensemble classifiers are used to generate a specific
and accurate model for each type of attack. The RF, kNN and
SVM classifiers are applied to the stage 4 data and perform the
classification based on the majority vote of their predictions.
At the end of stage 4, the data is classified by type of attack,
and thus we have: True Positives (V P ′′), attacks correctly
classified in their attack class; False Positives (FP ′′), attacks
incorrectly classified between attack classes, False Negatives
(FN ′′), attacks incorrectly classified as normal class.

Thus, to obtain the results of the total system performance,

the values of Total True Positive (V Pt), Total False Posi-
tive (FPt), Total True Negative (V Nt), Total False Negative
(FNt), are calculated following equations 1, 2, 3 and 4:

TPt = TP ′ + TP ′′ (1)

FPt = FP ′ + FP ′′ (2)

V Nt = TN ′ (3)

FNt = FN ′ + FN ′′ (4)

The TPt, Equation 1, and the FPt, Equation 2, are related
to the stages where the attack class is assigned, and this
classification can be correct (TPt) or incorrect (FPt). On the
other hand, TNt, Equation 3, and FNt, Equation 4, are related
to normal class assignment, both for instances truly belonging
to the normal class (TNt), and for attack data that were
not correctly identified. (FNt). Based on these equations the
following metrics are calculated: Accuracy (ACC), Precision
(Prec), True Positive Rate (TPR), False Alarm Rate (FAR )
and F1 score (F1).

It is important to note that in the proposed system, the data
is sent in a continuous flow between the stages. As an instance
is labeled, it is sent to the next part of the system, so it is not
necessary to finish processing all the instances from one stage
to start another. Thus, the system finishes when all instances
of the dataset are labeled. Depending on the time required in
each stage, this can be either at the end of stage 3 or at the
end of stage 4.

B. The Network point of view

As Figure 1 shows, the system can be distributed in the
network, each stage from the ML pipeline being part of a
network layer.

IoT layer: This layer has a great diversity of IoT devices,
such as sensors, smart lamps, and cameras, among other
applications. These devices generate network traffic that serves
as input to the system (a).

Edge layer: In this second layer we have the edge routers,
which receive the network data flow coming from the IoT
layer. In edge routers, the first stage of the pipeline is im-
plemented, the binary stream ML attack detection. As This
stage does not require much processing power, it can be
implemented in SDN edge routers. The data considered as
normal traffic goes to the cloud layer(b), while data that was
considered as attack data is sent to the fog layer (c).

Fog Layer: This layer consists of more robust devices such
as IDS and IPS that can implement stage 2 of the ML pipeline.
After this layer, the data is sent to the cloud layer, flagged
either as a normal (d) or an attack data (e).

Cloud Layer: At the cloud layer, remote data centers are
then used to apply stage 3 and stage 4 of the ML pipeline
system. With more processing and memory capacity it is
possible to implement the Deep Learning and the Ensemble
stages of the ML pipeline.
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Fig. 1. OMINACS: Online ML-Based IoT Network Attack Detection and Classification System.

V. EVALUATION AND RESULTS

A. Experiment and Datasets

To evaluate the proposed system, we use three network
security datasets: BoT-IOT, TON-IOT, and CIC-IOT-2022.
These datasets contain IoT network traffic data, both from
normal behavior and from different types of attacks, and
are among the most used in the context of detection and
classification of IoT attacks in using ML techniques [16]. The
following is a brief description of the three datasets:

BOT-IOT: The dataset have 13,428,602 instances between
data related to the normal network behavior and four types
of attacks: Denial of Service Attack (DoS), Distributed Denial
of Service Attack (DDoS), Information Theft Attack (Theft),
Reconnaissance (Recon) attacks.

TON-IOT: It contains 3,202,452 instances related to normal
behavior and 9 different types of attacks: Backdoor, DoS,
DDoS, Injection, Man-in-the-middle (MITM), Password, Ran-
somware, Scanning, XSS.

CIC-IOT-2022: The dataset has 373,988 instances and ag-
gregates data regarding the normal behavior of the IoT network
and 4 classes of attacks: UDPflood, TCPflood, HTTTPflood
and Real Time Streaming Protocol Brute Force Attack (RTSP).

All three datasets we pre-process from their original raw

files (.pcap), and then converted to a .csv file using the
CICFlowMeter toll [17], with aggregates network packets by
flows with IP and Port from the same origin/destination. This
tool is used in network benchmarks [16] [11] to give the same
feature set to all datasets used in the experiment. Thus all
three datasets have contains the 81 flow features provided by
[17]. The datasets were used as input for the proposed system,
read as an online and continuous flow of data. The experiments
were carried out using a machine with an Intel Core i5-5200U
processor with 2.20 GHz and 8 GB of available RAM, using
the Windows 10 x64 operating system.

B. Results

This section presents the results obtained with the proposed
system in the three databases presented in the case study.
Table I presents the result obtained at the end of the data
classification process in the BOT-IOT, TON-IOT, and CIC-
IOT-2022 databases, according to equations 1, 2, 3, and 4.

In Table I, we can observe that the proposed system had
a performance above 90% in the evaluated metrics, in all the
databases used in the case study. Also, the value of false alarms
is less than 10% in all cases. The system had similar Prec
and TPR between BOT-IOT (96.76%) and IOT-22 (96.97%)
datasets, however, the accuracy and F1 in the base BOT-IOT



(98.91 % and 98.46%) is higher than the ones obtained in
IOT-22 (96.55% and 97.16%). Thus, we have that the system
had its best performance on the BOT-IOT dataset, followed
by IOT-22, and finally on TON-IOT dataset, which had the
lowest values in the evaluated metrics.

TABLE I
OMINIACS FINAL RESULTS

Dataset ACC% Prec% TPR% FAR% F1%
BOT-IOT 98.91 96.76 99.88 03.24 98.46
TON-IOT 94.33 90.45 99.83 9.55 94.35
IOT-22 96.55 96.97 99.89 03.03 97.16

TABLE II
RESULTS BY STAGE: BOT-IOT DATASET

Stage ACC% Prec% TPR% FAR% F1%
1 72.77 99.93 72.63 00.07 84.12
2 97.14 99.47 97.65 00.53 98.55
3 98.02 98.01 99.96 01.99 98.98
4 99.26 99.62 99.63 00.38 99.62

TABLE III
RESULTS BY STAGE: TON-IOT DATASET

Stage ACC% Prec% TPR% FAR% F1%
1 89.78 99.89 85.07 00.11 91.89
2 84.96 98.06 86.38 01.94 91.85
3 99.48 98.32 99.50 01.68 98.91
4 99.75 99.81 99.91 00.19 99.86

TABLE IV
RESULTS BY STAGE: CIC-IOT DATASET

Stage ACC% Prec% TPR% FAR% F1%
1 81.37 99.96 81.21 00.04 89.62
2 97.84 97.85 99.55 02.15 98.91
3 99.59 99.56 99.78 00.44 99.78
4 99.37 99.90 99.45 00.10 99.68

Tables II, III, and IV present the results for each stage of the
system. In these tables, it is possible to observe the specific
performance of each stage of the proposed system, in terms
of the evaluated metrics. In general, we can observe that the
ACC, Prec, TPR, and F1 results obtained in most stages are
above 80%, and that the FAR results are also below 3%. An
exception to this is stage 1 of the BOT-IOT database, Table 4,
which had ACC (72.77%) and TPR (72.63%) less than 80%,
these being the worst results we obtained.

In addition, we can observe in tables II, III, and IV, the
tendency of the metrics ACC, Prec, and TPR to have a
lower value in stage 1, which increases in stages 2 and 3,
and has a reduction in stage 4. This is due to the behavior
of the ML methods used in each step of the system. In
Stage 1, we have a binary classification system in a stream
of data, which provides real-time data analysis. resulting in
lower values in the evaluated metrics. Stage 2 is a multiclass
stream classification, which no longer receives most of the data
considered normal, thus having a better performance than the
binary system of Stage 1. In stages 3 and 4, more accurate ML
methods are used, deep learning LSTM and ensemble-based
ML, giving better classification results.

Tables V, VI, and VII present the results obtained by type
of traffic class, for each dataset. These tables highlight the

detection results of each class and the false alarms generated
by the system for that specific class. In Table VI, we have
the performance by class type for the BOT-IOT dataset. We
can see that the normal class has the highest TPR (98.21%),
followed by DoS, DDoS, Recon and Theft. This follows the
trend of classes with more data available having better results
in terms of detection. On the other hand, the Theft attack
class had a significantly higher FAR (19.12%) and lower TPR
(82.30%) than the others class, this may be a result of the
confusion between this class with others such as DDoS and
the Normal class that also have a large number of instances
available.

TABLE V
RESULTS BY ATTACK CLASS: BOT-IOT DATASET

Class TPR% FAR% Instances
DoS 97.57 01.66 89,246
DDoS 97.17 00.49 4,909,405
Theft 82.30 19.12 4,913,920
Reconn 95.90 00.05 1,701
Normal 98.21 4.86 3,514,330

TABLE VI
RESULTS BY ATTACK CLASS: TON-IOT

Class TPR% FAR% Instances
Backdoor 91.73 02.75 27,145
DoS 92.41 02.90 145
DDoS 95.54 03.98 202
Injection 98.49 00.55 277,696
MITM 97.29 0.54 517
Password 97.00 15.9 340,208
Ransomware 68.65 37.02 5,098
Scanning 82.31 7.01 36,205
XSS 87.23 0.32 2,149,308
Normal 98.82 1.18 2,515,236

TABLE VII
RESULTS BY ATTACK CLASS: CIC-IOT-2022

Class TPR% FAR% Instances
UDPflood 93.33 00.85 7,136
TCPflood 89.99 00.95 28,560
HTTPflood 98.14 00.28 327,496
RTSP 74.05 00.19 6,914
Normal 99.64 07.20 3,882

TABLE VIII
TIME TAKEN TO PROCESS DATA IN OMINACS SYSTEM: BY EACH STAGE

AND BY EACH DATASET.

Stages BOT-IOT TON-IOT CIC-IOT-2022
Total Time 2,984 (s) 843 (s) 91 (s)
Stage 1 310 (s) 155 (s) 22 (s)
Stage 2 790 (s) 182 (s) 39 (s)
Stage 3 2,686 (s) 758 (s) 82 (s)
Stage 4 2,201 (s) 680 (s) 76 (s)

Table VI shows the result by type of attack of the TON-IOT
dataset. Again the Normal class, having the largest amount
of data available, had one of the higher TPR rates (98.82%).
However, the XSS class, that have the second largest number
of instances, had one of the lowest TPR results (87.23%). In
addition to this, the ransomware and the scanning attacks also
had low TPR results (68.65% and 82.31%), with significantly
high false alarm rates. These results might help explain the



fact that the TON-IOT dataset had the lowest accuracy in this
experiment, as shown in Table I.

Table VII shows the performance by traffic class for the
CIC-IOT-2022 dataset. As in the other datasets, the Normal
class also had the best TPR results (99.64%), but in this
case without having the largest amount of data. This might
have caused the normal traffic class to have a higher FAR
(07.20%). The HTTPflood class that had the more number of
instances got the second higher TPR (98.14%), followed by
the UDPflood (93.33%), TCPflood (89.99%) and the RTSP
(74.05%), all of them having a FAR lower than 1%.

Therefore, considering all the results, we have that the
normal traffic class had the best detection in all three datasets,
with the highest TPR and lowest FAR. This is mainly due to
stage 3, where the LSTM is used to verify the data considered
normal in stages 2, 3, and 4. This factor contributes to the
reduction of false positives in the system since most of the
normal traffic class is correctly classified.

Table VIII shows the time, measured in seconds, that the
input data take to go through the system. For each dataset, it
is shown the total time required to detect and classify network
traffic data and the time spent in each stage of the system. We
can see that the time required to process the BOT-IOT data
is much higher than for the other datasets. This is due to the
number of instances in this dataset BOT being much larger
than the other datasets. Also, we can see that the CIC-IOT-
2022 is processed very fast (in only 91 seconds) compared
with the other datasets.

In addition, we can observe that Stage 3 has the determining
time for the total system time, being the most time-consuming
stage of the system. This is because at this stage the data
classification process is carried out using the LSTM, a deep
learning approach, which tends to be a more time-consuming
method than the ones used in the other stages. However, as
the results of tables II, III and IV demonstrate, this step has a
high performance, with is reflected mainly in the high value
of TPR and low FAR of the Normal class. Thus, although it
is the most time-consuming stage, this stage is fundamental to
the proposed system.

VI. CONCLUSION AND FUTURE WORKS

Detecting online network attacks is still a major challenge
in today’s IoT networks. This paper tackles this issue by
proposing an online and ML-Based system named OMINACS.
With both an ML pipeline and IoT network view, OMINACS
distributes four stages of attack detection and classification
through the network. We tested OMINACS with three IoT
datasets achieving accuracy and precision results above 90%,
with a reduced false alarm rate. We also were able to analyze
the results by each stage and by each attack class. Therefore,
the results confirm that the system is able to detect and classify
a large variety of network attacks. In future work, the authors
aim to test the proposed system in a production network, such
as in a small campus network where the scalability of the
system can be evaluated, allowing further improvements on
both the ML pipeline and the IoT network view.
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E. Silva, “Seleção de Caracterı́sticas por Clusterização para Melhorar
a Detecção de Ataques de Rede,” in Proceedings of the 38th Brazilian
Symposium on Computer Networks and Distributed Systems. Porto
Alegre, RS, Brasil: SBC, 2020, pp. 295–308.

[10] T. J. Lucas, K. A. da Costa, E. A. Moraes, P. R. H. Júnior, and M. J. das
Neves, “Stacking-based committees para detecção de ataques em redes
de computadores-uma abordagem por exaustão,” in Anais do XXXIX
Simpósio Brasileiro de Redes de Computadores e Sistemas Distribuı́dos.
SBC, 2021, pp. 644–657.

[11] I. Sharafaldin, A. H. Lashkari, and A. A. Ghorbani, “Toward generating
a new intrusion detection dataset and intrusion traffic characterization.”
in ICISSp, 2018, pp. 108–116.

[12] Q. Tian, D. Han, M.-Y. Hsieh, K.-C. Li, and A. Castiglione, “A two-
stage intrusion detection approach for software-defined iot networks,”
Soft Computing, vol. 25, no. 16, pp. 10 935–10 951, 2021.

[13] L. Dhanabal and S. Shantharajah, “A study on nsl-kdd dataset for
intrusion detection system based on classification algorithms,” Interna-
tional Journal of Advanced Research in Computer and Communication
Engineering, vol. 4, no. 6, pp. 446–452, 2015.

[14] N. Moustafa and J. Slay, “Unsw-nb15: a comprehensive data set for
network intrusion detection systems (unsw-nb15 network data set),” in
2015 Military Communications and Information Systems Conference
(MilCIS), 2015, pp. 1–6.

[15] D. Abreu and A. Abelém, “Sistema hı́brido e on-line de detecção
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